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“[Generative AI] comes with legal risks, including 
intellectual property infringement. In many cases, it also 
poses legal questions that are still being resolved. For 
example, does copyright, patent, trademark 
infringement apply to AI creations? Is it clear who 
owns the content that generative AI platforms create 
for you, or your customers?”
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“The Cambridge Analytica scandal is more than a 
‘breach,’ as Facebook executives have defined it. It 
exemplifies the possibility of  using online data to 
algorithmically predict and influence human behavior in 
a manner that circumvents users’ awareness of  such 
influence.”
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Sam Altman, OpenAI CEO, says OpenAI released 
ChatGPT when it did to give the chatbot “enough 
exposure to the real world that you find some of  the 
misuse cases you wouldn’t have thought of  so that you 
can build better tools.”
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A “better product,” but at what cost?



Ethical AI



“[P]ursuing AI ethics on the ground is 
less about mapping ethical principles onto 
corporate actions than it is about 
implementing management structures and 
processes that enable an organization to 
spot and mitigate threats.”
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Detecting, avoiding, 
and mitigating bias
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According to one person familiar with the project: 
“Everyone wanted this holy grail. . . . They literally 
wanted it to be an engine where I’m going to give 
you 100 resumes, it will spit out the top five, and 
we’ll hire those.”
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“Our goal is to enable Trending for as many people as 
possible, which would be hard to do if  we relied solely on 
summarizing topics by hand. . . . A more algorithmically driven 
process allows us to scale Trending to cover more topics and 
make it available to more people globally over time.”
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AI Risk-Assessments



Ethical AI Culture



Accountability
Explainability
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